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This is an open, public standards setting discussion and development meeting of 

UCF. The discussions that take place during this meeting are intended to be open 

to the general public and all work product derived from this meeting shall be 

made widely and freely available to the public. All information including exchange 

of technical information shall take place during open sessions of this meeting and 

UCF will not sponsor or support any closed or private working group, standards 

setting or development sessions that may take place during this meeting. Your 

participation in any non-public interactions or settings during this meeting are 

outside the scope of UCF's intended open-public meeting format.

Open Meeting Forum and Publicly Available Work Product
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UCF Consortium

ÁMission: 
ÅCollaboration between industry, laboratories, and academia to create production grade communication frameworks and 

open standards for data centric and high-performance applications

ÁProjects
ÅUCX ïUnified Communication X ïwww.openucx.org

ÅSparkUCXïwww.sparkucx.org

ÅOpen RDMA

ÁBoard members
ÅJeff Kuehn, UCF Chairman (Los Alamos National Laboratory)

ÅGilad Shainer, UCF President (Mellanox Technologies)

ÅPavel Shamis, UCF treasurer (Arm)

ÅBrad Benton, Board Member (AMD)

ÅDuncan Poole, Board Member (Nvidia)

ÅPavan Balaji, Board Member (Argonne National Laboratory)

ÅSameh Sharkawi, Board Member (IBM)

ÅDhabaleswar K. (DK) Panda, Board Member (Ohio State University)

ÅSteve Poole, Board Member (Open Source Software Solutions)

https://www.ucfconsortium.org

info@ucfconsortium.org
Join

https://www.ucfconsortium.org/
mailto:info@ucfconsortium.org
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UCX History

https://www.hpcwire.com/2018/09/17/ucf-ucx-and-a-car-ride-on-the-road-to-exascale/
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UCX Portability 

ÁSupport for x86_64, Power 8/9, Arm v8

ÁU-arch tuned code for Xeon, AMD Rome/Naples, Arm v8 (Cortex-A/N1/ThunderX2/Huawei)

ÁFirst class support for AMD and Nvidia GPUs

ÁRuns on Servers, Raspberry PI like platforms, SmartNIC, Nvidia Jetson platforms, etc.

NVIDIA Jetson

Arm ThunderX2

Bluefield SmartNIC

Odroid C2

N1 SDP



© 2019 UCF Consortium 7

Annual Release Schedule 2019

Åv1.6.0 - July '19

Åv1.6.1 - October '19

Åv1.7.0 ïEnd of November '19
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RECENT DEVELOPMENT v1.6.x

V1.6.0

ÁAMD GPU ROCm transport re-design: support for managed memory, direct copy, ROCm GDR

ÁModular architecture for UCT transports ïruntime plugins

ÁRandom scheduling policy for DC transport

ÁImproved support for Vebs API

ÁOptimized out-of-box settings for multi-rail

ÁSupport for PCI atomics with IB transports

ÁReduced UCP address size for homogeneous environments

V1.6.1

ÁAdd Bull Atos HCA device IDs

ÁAzure Pipelines CI Infrastructure

ÁClang static checker
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RECENT DEVELOPMENT v1.7.0 (rc1)

ÁAdded support for multiple listening transports

ÁAdded UCT socket-based connection manager transport

ÁUpdated API for UCT component management

ÁAdded API to retrieve the listening port

ÁAdded UCP active message API

ÁRemoved deprecated API for querying UCT memory domains

ÁRefactored server/client examples

ÁAdded support for dlopen interception in UCM

ÁAdded support for PCIe atomics

ÁUpdated Java API: added support for most of UCP layer operations

ÁUpdated support for Mellanox DevX API

ÁAdded multiple UCT/TCP transport performance optimizations

ÁOptimized memcpy() for Intel platforms
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Preliminary Release Schedule 2020 

Åv1.8.0 -April ó20

Åv1.9.0 -August ó20

Åv1.10.0 -December ó20
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Coming soon - 2020

ÁUCX Python / UCP-Py

Åhttps://github.com/rapidsai/ucx-py

ÅAlready integrated Dask and Rapids AI

ÁUCX Java

ÅJava API official UCX release

ÁSpark UCX

Åwww.sparkucx.org

Åhttps://github.com/openucx/sparkucx

ÁCollective API

ÅFor more details see collective API pull requests at github

ÁEnhanced Active Message API

ÁFreeBSD and MacOS

ÁImproved documentation

https://github.com/rapidsai/ucx-py
https://github.com/openucx/sparkucx
https://github.com/openucx/sparkucx
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Save the date ! 

ÁUCX Hackathon: December 9-12 (Registration required)

Åhttps://github.com/openucx/ucx/wiki/UCF-Hackathon-2019

ÁAustin, TX

https://github.com/openucx/ucx/wiki/UCF-Hackathon-2019
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Laptop Stickers
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Presenters

ÁArm

ÁLos Alamos National Laboratory

ÁMellanox

ÁArgonne National Laboratory

ÁStony Brook

ÁCharm++

ÁAMD

ÁORNL

ÁNvidia

ÁOSU
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Pavel Shamis(Pasha), Principal Research Egineer

UCX Support for Arm
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UCX on ThunderX2 (arm v8) at Scale
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Recent Numbers: Arm + InfiniBand ConnectX6 2x200 Gb/s

Put Ping-Pong Latency, 8B 
(usec)

Put Injection Rate, 8B 
(MPP/s)

UCX-UCT (low level), 
Accelerated

0.72 16.3

UCX-UCT (low level), Verbs0.75 5.9

Verbs, IB_WRTIE_LAT/BW0.95 32 (Post List, 2 QPs)

UCP, Verbs 1.07 5.6

UCP, Accelerated 0.81 15.9

Å ConnectX-6 200Gbs X 2 / port 1<->2 (no switch)

Å PCIe Gen4

Å Internal UCX version (will be unstreamed)
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Mellanox Update
November 2019

UCX


